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#### Abstract

The correspondence examines the functional relations within a class of multistage interconnection networks. It is known that these networks are not rearrangeable. This fact has led to some research on interconnection network relations. The correspondence deals with one aspect of this research, namely, that of constructing an equivalence map between two interconnection networks. Procedures are given to test whether two such networks are equivalent. Whenever they are, these procedures also produce a map to conjugate one network onto the other.


Index Terms - Conjugation map, cycle map, functional equivalence, interconnection network, permutation map.

## I. Introduction

A large set of interconnection networks has been proposed for use in parallel processing systems [2]-[7], [12], [13], [15]-[22]. It is known that most of these networks are not rearrangeable. This fact has led to some studies on interconnection network relations. Siegel and Smith [16] examined and demonstrated some functional relations among a number of networks. Siegel [17] later constructed explicit maps to provide a simulation environment within a class of interconnection networks. Wu and Feng [20], [21] further examined the relations among existing multistage interconnection networks and introduced the notion of topological and functional equivalence. Both types of equivalence have been useful in classifying interconnection networks, although the functional equivalence is a more practical notion as it amounts to just renaming the terminal nodes of a network without disturbing its internal switching structure.

The research efforts reported in [16], [17], [20], [21] all made significant contributions to the understanding of equivalence relations among interconnection networks. Despite the progress being made, however, the problem of testing and/or constructing equivalences between two networks consisting of switches other than $2 \times 2$ crossbars has so far remained open. The solution of this problem for networks whose switches are programmable for identity and cycle maps constitutes the focus of the present work.
The correspondence is organized as follows. An interconnection network model and network relations are reviewed in Sections II and III. In Section IV, the reconfiguration of single-stage networks is discussed in view of conjugation maps. In Section V, the reconfiguration of multistage networks is considered, and a procedure for constructing equivalence maps between functionally equivalent networks is developed. The correspondence is concluded with Section VI.

## II. Network Model

We begin by reviewing a network model introduced in [8] since much of the discussions in the following sections rely on this model. Throughout this section and the following ones, some elementary facts about permutation maps and groups are assumed.

An interconnection network (IN) (refer to Fig. 1) is defined in [8] as the five tuples $(S, D, M, F, g)$ where 1) $S(D)$ is a set of source (destination) nodes, respectively, 2) $M$ is a set of control variables, 3) $F$ is a set of symbols, each of which takes map values from a set
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Fig. 1. An interconnection network model.
$Q_{i} \subseteq S$ to another set $R_{i} \subseteq D$ such that $Q_{i} \cap Q_{j}=\Phi, R_{i} \cap R_{j}=\Phi$ whenever $i \neq j$ and $S=\cup_{i=1}^{k} Q_{i}, D=\cup_{i=1}^{k} R_{i}$ for some integer $k$, and 4) $g$ is a surjection from $F$ to $M$, called the control function.
For convenience, the elements of $S(D)$ will be identified as integers $1,2, \cdots, S(D)$. Moreover, for the scope of this paper, it is assumed that each $f_{i}: Q_{i} \rightarrow R_{i}$ is a permutation map, and hence we must have $\left|Q_{i}\right|=\left|R_{i}\right|$ for all $i ; 1 \leq i \leq k$. We shall represent permutations by a cycle notation [14]. For example, if $Q_{i}=$ $\{1,2,3,4,5\}=R_{i}$, we write $f_{i}=(123)(45)$ to mean (1) $f_{i}=2$, (2) $f_{i}=3$, (3) $f_{i}=1$, (4) $f_{i}=5$, and (5) $f_{i}=4$. In particular, if $f_{i}=(1)(2)(3)(4)(5)$, i.e., $f_{i}$ is the identity map from $Q_{i}$ to $R_{i}$, then we write $f_{i}=e$. The composition of two permutations $u$ and $v$, denoted $u v$, is defined for each $s \in S$ as $(s) u v=((s) u) v$. Thus, if $u=(123), v=(134)$, then $u v=(124)(3)=(124)$.
Intuitively speaking, each $f_{i} \in F$ identifies a switch of IN whose set of source (destination) nodes is $Q_{i}\left(R_{i}\right) ; 1 \leq i \leq k$. The control function $g$ partitions $F$ into disjoint subsets and it assigns to each subset a unique control variable $m \epsilon M$. The control variable $m$ is defined over a finite set of integers and for each integer value of $m$, the switch $f_{i}$ controlled by $m$ (i.e., $\left(f_{i}\right) g=m$ ) assumes a permutation map $p_{i, j}: Q_{i} \rightarrow R_{i}$. The role of the control function was described in detail in [8], [9]. For the scope of this paper and without loss of generality, we shall be concerned with only three of the five tuples, namely, $S, D$, and $F$. Based on this assumption, we define the following two types of network structure.

Definition 1: A single-stage network $\mathrm{IN}=(S, D, F)$ is a collection of $k$ sets of permutation maps $P\left(f_{i}\right)=\left\{p_{i, j}: p_{i, j}: Q_{i} \rightarrow R_{i}\right.$, $\left.1 \leq j \leq n_{i}\right\}$ where $n_{i} \leq\left|Q_{i}\right|!; 1 \leq i \leq k$ such that every interconnection $p$ of IN is in the form $p=\prod_{i=1}^{k} p_{i, j}$ for some $p_{i, j} \in P\left(f_{i}\right)$; $1 \leq i \leq k$.
We shall denote the set of all interconnections of IN by $P(F)$. Clearly, $P(F)=\prod_{i=1}^{k} P\left(f_{i}\right)$ where the product of two sets of permutations $P\left(f_{1}\right)$ and $P\left(f_{2}\right)$ is defined as $P\left(f_{1}\right) \cdot P\left(f_{2}\right)=$ $\left\{p_{1, j} \cdot p_{2, j^{\prime}}: 1 \leq j \leq n_{1}, 1 \leq j^{\prime} \leq n_{2}\right\}$, and it has a straightforward extension to $k$ such sets.

Definition 2: An $n$-input/ $r$-stage network, $\mathrm{IN}=(S, D, F)$, hereafter called an $(n, r)$ network, is a cascade of $r$ single-stage networks $\mathrm{IN}_{i}=\left(S_{i}, D_{i}, F_{i}\right) ; 1 \leq i \leq r$ such that $\left|S_{i}\right|=n=\left|D_{i}\right|$ for all $i$; $1 \leq i \leq r$, (2) $S_{i+1}:=D_{i} ; 1 \leq i \leq r-1$, and (3) every interconnection $p$ of IN is in the form $p=\Pi_{i=1}^{r} p_{i}$ whenever $p_{i} \in P\left(F_{i}\right) ; 1 \leq i \leq r$.
We note that $S_{i+1}:=D_{i} ; 1 \leq i \leq r-1$ is included in the definition to emphasize the physical connections between successive stages, and it has no significance otherwise. We shall denote the set of all interconnections of IN by $P(F)$. Clearly, $P(F)=\prod_{i=1}^{r} P\left(F_{i}\right)$.
As an example, let IN be an $(8,2)$ network with stages $\mathrm{IN}_{1}, \mathrm{IN}_{2}$ where $P\left(F_{1}\right)=\{e,(12)(345)(678)\}, P\left(F_{2}\right)=\{e,(13)(578)\}$. Then
$P(F)=\{e,(12)(345)(678),(13)(578),(123475)(68)\}$. One of the interconnections of IN, i.e., (123475) (68) is shown in Fig. 2. The numbers in parentheses indicate how the source nodes are mapped to the destination nodes.

## III. Relations Among Networks

This section reviews such concepts as covering, containment, and equivalence relations for interconnection networks. A more detailed discussion of these relations can be found in [10].

Let $p \in \operatorname{Sym}(S)$ where $\operatorname{Sym}(S)$ is the set of all permutations over $S$ and called the symmetric group over set $S$. The conjugate of $p$ with respect to a map $h \in \operatorname{Sym}(S)$ is defined as $h^{-1} p h$. Similarly, the conjugate set $V$ of a set of permutations $U \subseteq \operatorname{Sym}(S)$ with respect to the map $h$ is defined as $V=h^{-1} U h=\left\{h^{-1} u h: u \in U\right\}$. The notion of conjugation of a set of permutations is linked quite naturally to functional relations between two interconnection networks. The following two results from algebra [14] form the basis of this assertion.

Lemma 1: Let $p, h \in \operatorname{Sym}(S)$. Then $h^{-1} p h$ has the same cycle structure as $p$, and it is obtained by applying $h$ to symbols in $p$.

For example, if $h=(256)(143)$ and $p=(13)$ (247), then $h^{-1} p h=((1) h(3) h)((2) h(4) h(7) h)=(41)(537)$. It is seen that both $p$ and $h^{-1} p h$ are products of a 2-cycle and a 3-cycle, and thus they have the same cycle structure.

Lemma 2: $p$ and $q$ are conjugate in $\operatorname{Sym}(S)$; that is, $p=h^{-1} q h$ for some $h \in \operatorname{Sym}(S)$ if and only if they have the same cycle structure.

Now, let IN $=(S, D, F)$ be an $(n, r)$ network with stages $\mathrm{IN}_{i}=$ $\left(S_{i}, D_{i}, F_{i}\right) ; 1 \leq i \leq r$. Clearly, $h^{-1} P(F) h=h^{-1}\left(\prod_{i=1}^{r} P\left(F_{i}\right)\right) h=$ $\prod_{i=1}^{r} h^{-1} P\left(F_{i}\right) h$. In other words, conjugating the set of permutations of IN is equivalent to first conjugating the set of permutations of each stage and then forming the ordered composition of the conjugated sets. Moreover, by Lemma 1, the conjugation of the set of permutations of $\mathrm{IN}_{i} ; 1 \leq i \leq r$ by map $h$ is equivalent to renaming the terminal nodes of $\mathrm{IN}_{i}$ by $h$. Since the same map, i.e., the map $h$, is employed in all the conjugations, we conclude that $h^{-1} P(F) h$ amounts to renaming the terminal nodes of IN by $h$ without altering any of the interconnections between its stages.

The foregoing discussion provides the basis for the following definitions. Let $\mathrm{IN}_{u}=\left(S, D, F_{u}\right)$ and $\mathrm{IN}_{v}=\left(S, D, F_{v}\right)$ be $\left(n, r_{u}\right)$ and ( $n, r_{v}$ ) networks, respectively.

Definition 3: $\mathrm{IN}_{u}$ is said to cover $\mathrm{IN}_{v}$ if for every $v \in P\left(F_{v}\right)$, $v=h^{-1} u h$ for some $u \in P\left(F_{u}\right)$ and $h \in \operatorname{Sym}(S)$.

Definition 4: $\mathrm{IN}_{u}$ is said to contain $\mathrm{IN}_{v}$ if $P\left(F_{v}\right) \subseteq h^{-1} P\left(F_{u}\right) h$ for some $h \in \operatorname{Sym}(S)$. If $h$ is the identity map in $\operatorname{Sym}(S)$, then $\mathrm{IN}_{v}$ is said to be strictly contained in $\mathrm{IN}_{u}$.

Definition 5: $\mathbf{I N}_{u}$ and $\mathrm{IN}_{v}$ are said to be functionally equivalent or conjugate networks if $P\left(F_{u}\right)=h^{-1} P\left(F_{v}\right) h$ for some $h \epsilon$ $\operatorname{Sym}(S)$. If $h$ is the identity map in $\operatorname{Sym}(S)$, then the two networks are said to be strictly functionally equivalent.

The above definitions express the degrees of freedom in interconnection network relations. As an example, consider the networks shown in Fig. 3. First, note that $(23)^{-1} P\left(F_{u}\right)(23)=P\left(F_{v}\right)$, and hence $\mathrm{IN}_{u}$ and $\mathrm{IN}_{v}$ are functionally equivalent. Moreover, it is seen that $e P\left(F_{u}\right) e \supseteq P\left(F_{w}\right)$ and (23)P( $\left.F_{v}\right)(23) \supseteq P\left(F_{w}\right)$. Therefore, we conclude that both $\mathrm{IN}_{u}$ and $\mathrm{IN}_{v}$ contain $\mathrm{IN}_{w}$ where the containment relation between $\mathrm{IN}_{u}$ and $\mathrm{IN}_{w}$ is a strict one. Finally, note that for each $u \in P\left(F_{u}\right)$, there exists a map $w \in P\left(F_{w}\right)$ such that $u$ and $w$ have the same cycle structure, and hence, by Lemma $1, h^{-1} u h=$ $w$ for some $h \in \operatorname{Sym}(\{1,2,3,4\})$. Therefore, $\mathrm{IN}_{w}$ covers $\mathrm{IN}_{u}$. It can similarly be shown that $\mathrm{IN}_{w}$ also covers $\mathrm{IN}_{v}$.

## IV. Reconfiguration of Single-Stage Networks

The preceding two sections have established the algebraic formalism underlying the functional relations among interconnection networks. We now turn our attention to the reconfiguration of one


Fig. 2. An $(8,2)$ network realizing (123475)(68).


Fig. 3. Functionally related $(4,2)$ networks.
network as another whenever the two networks are functionally equivalent. That is, given two networks $\mathrm{IN}_{u}=\left(S, D, F_{u}\right)$ and $\mathrm{IN}_{v}=\left(S, D, F_{v}\right)$, we shall consider the problem of constructing a conjugation map $h$ such that $P\left(F_{v}\right)=h^{-1} P\left(F_{u}\right) h$ whenever $\mathrm{IN}_{u} \simeq$ $\mathrm{IN}_{\nu}$, i.e., the two networks are functionally equivalent. We shall design algorithms which will either lead to such a map $h$ or otherwise indicate that $P\left(F_{v}\right) \neq h^{-1} P\left(F_{u}\right) h$ for all $h \in \operatorname{Sym}(S)$. Covering and containment relations among interconnection networks imply somewhat weaker conditions, and they can be handled once we know how to deal with the conjugation relations.

As for the type of networks, we shall restrict our attention to those networks whose switches are programmable for cycle and identity maps over their terminal nodes. Although the networks which conform to this condition form a small subset of all interconnection networks, the main objective of the current work is to demonstrate the methods which we use to construct equivalence maps among such networks. A more general treatment of the subject will be deferred to another place.

We begin with single-stage networks.
Definition 6: Let $u \in \operatorname{Sym}(S)$. The set $M(u)=\{s:(s) u \neq s$; $s \in S\}$ is called the moving set of $u$ in $S$.

Lemma 3: Let $u=\left(a_{1}, a_{2}, \cdots, a_{i}\right)$ and $v=\left(b_{1}, b_{2}, \cdots, b_{j}\right)$ be two cycle maps in $\operatorname{Sym}(S)$. If $M(u) \cap M(v)=\Phi$ then $M\left(h^{-1} u h\right) \cap$ $M\left(h^{-1} v h\right)=\Phi$ for all $h \in \operatorname{Sym}(S)$.

Proof: By Lemma 1, $h^{-1} u h=\left(\left(a_{1}\right) h\left(a_{2}\right) h \cdots\left(a_{i}\right) h\right)$ and $h^{-1} v h=\left(\left(b_{1}\right) h\left(b_{2}\right) h \cdots\left(b_{j}\right) h\right)$. Now suppose that $M(u) \cap M(v)=$ $\Phi$, but $M\left(h^{-1} u h\right) \cap M\left(h^{-1} v h\right) \neq \Phi$. Then for some $s, t ; 1 \leq s \leq i$ and $1 \leq t \leq j,\left(a_{s}\right) h=\left(b_{t}\right) h$, which in turn implies that $a_{s}=b_{t}$, contradicting the assumption that $M(u) \cap M(v)=\Phi$.

Theorem 1: Let $\mathrm{IN}_{u}=\left(S, D, F_{u}\right)$ and $\left(\mathrm{IN}_{v}=\left(S, D, F_{v}\right)\right)$ be an $(n, 1)$ network with switches $f_{u_{j}}\left(f_{v_{j}}\right) ; 1 \leq j \leq k$. Suppose that $P\left(f_{u_{j}}\right)=\left\{e, u_{j}\right\}$ and $P\left(f_{v_{j}}\right)=\left\{e, v_{j}\right\} ; 1 \leq j \leq k$ where $u_{j}\left(v_{j}\right)$ is a cycle map defined over the terminal nodes of switch $f_{u_{j}}\left(f_{v_{j}}\right)$; $1 \leq j \leq k$. Then $\mathrm{IN}_{u} \simeq \mathrm{IN}_{v}$ if and only if $h^{-1}\left(\prod_{j=1}^{k} u_{j}\right) h=\prod_{j=1}^{k} v_{j}$ for some $h \in \operatorname{Sym}(S)$.

Proof: Clearly, $h^{-1}\left(\prod_{j=1}^{k} u_{j}\right) h=\prod_{j=1}^{k} h^{-1} u_{j} h$. Thus, if $h^{-1}\left(\prod_{j=1}^{k} u_{j}\right) h=\prod_{j=1}^{k} v_{j}$, then $\prod_{j=1}^{k} h^{-1} u_{j} h=\prod_{j=1}^{k} v_{j}$. Now, since $M\left(u_{j}\right) \cap M\left(u_{j^{\prime}}\right)=\Phi$ whenever $j \neq j^{\prime}$, by Lemma $3, M\left(h^{-1} u_{j} h\right) \cap$ $M\left(h^{-1} u_{j^{\prime}} h\right)=\Phi$ whenever $j \neq j^{\prime}$. Hence, $\prod_{j=1}^{k} h^{-1} u_{j} h$ is a product of disjoint cycles where the cycles are $h^{-1} u_{j} h ; 1 \leq j \leq k$. On the other hand, $\prod_{j=1}^{k} v_{j-1}$ is also a product of disjoint cycles, and therefore, by Lemma $1, h^{-1} u_{j} h=v_{(j) w} ; 1 \leq j \leq k$ for some $w \in \operatorname{Sym}(\{1$, $2, \cdots, k\}$ ). It follows that $h^{-1} P\left(F_{u}\right) h=h^{-1}\left(\Pi_{j=1}^{k}\left\{e, u_{j}\right\}\right) h=$ $\prod_{j=1}^{k} h^{-1}\left\{e, u_{j}\right\} h=\prod_{j=1}^{k}\left\{e, h^{-1} u_{j} h\right\}=\prod_{j=1}^{k}\left\{e, v_{(j) w}\right\}=P\left(F_{v}\right)$. Hence, $\mathrm{IN}_{u} \simeq \mathrm{IN}_{v}$. To prove the converse, suppose that $h^{-1} P\left(F_{u}\right) h$ $=P\left(F_{v}\right)$ but $h^{-1}\left(\prod_{j=1}^{k} u_{j}\right) h \neq \prod_{j=1}^{k} v_{j}$. Then $h^{-1}\left(\prod_{j=1}^{k} u_{j}\right) h=$ $\prod_{t=1}^{s} v_{j_{t}}$ for some $s ; 1 \leq s<k$ and, by Lemma 1, $\prod_{j=1}^{k} u_{j}$ and $\prod_{t=1}^{s=1} v_{j_{t}}$ must have the same cycle structure. However, this is not possible since $s<k$ and the cycles of both products are pairwise disjoint. We conclude that $h^{-1}\left(\prod_{j=1}^{k} u_{j}\right) h=\prod_{j=1}^{k} v_{j}$, and the assertion follows.

The above theorem reduces the problem of finding a map $h$ satisfying the set equality $h^{-1} P(F u) h=P(F v)$ to one of determining that map through the scalar equality $h^{-1}\left(\prod_{j=1}^{k} u_{j}\right) h=\prod_{j=1}^{k} v_{j}$. Thus, all that remains to be done is to obtain $h$ from the latter equality.

Now, since by Lemma $1 \prod_{j=1}^{k} u_{j}$ and $\prod_{j=1}^{k} v_{j}$ have the same cycle structure, and since $M\left(u_{j}\right) \cap M\left(u_{j^{\prime}}\right)=\Phi$ whenever $j \neq j^{\prime}$, we must map $u_{j} ; 1 \leq j \leq k$ to some $v_{j^{\prime}} ; 1 \leq j^{\prime} \leq k$ such that $h^{-1} u_{j} h=v_{j^{\prime}}$. Thus, we must first test to see if there exist $k$ pairs of maps $u_{j}, \boldsymbol{v}_{j^{\prime}}$ such that $h^{-1} u_{j} h=v_{j^{\prime}}$. If not, by Theorem 1 we conclude that $\mathrm{IN}_{u} \neq \mathrm{IN}_{v}$. Otherwise, we construct $h$ as follows. Let $u_{j}=$ $\left(a_{1} a_{2} \cdots a_{t}\right)$ and $v_{j^{\prime}}=\left(b_{1} b_{2} \cdots b_{t}\right)$. Then $h^{-1} u_{j} h=\left(\left(a_{1}\right) h\left(a_{2}\right) h\right.$ $\left.\cdots\left(a_{t}\right) h\right)=\left(b_{1} b_{2} \cdots b_{t}\right)$. So if we let $\left(a_{1}\right) h=b_{1}$, then we must have $\left(a_{2}\right) h=b_{2}, \cdots,\left(a_{t}\right) h=b_{t}$. By repeating this construction for all other pairs $u_{j}, v_{j^{\prime}}$ we can determine the map $h$ over all of the set $S$. We remark that the matching of $\left(a_{1}\right) h$ to $b_{1}$ in the above construction is arbitrary and $\left(a_{1}\right) h=b_{2}$, or $\left(a_{1}\right) h=b_{3}, \cdots,\left(a_{1}\right) h=b_{t}$ will all lead to a conjugation map. From this observation, it follows that the conjugation map between $\mathrm{IN}_{u}$ and $\mathrm{IN}_{v}$ is not unique. An exact count of such maps, as well as the complexity of the above procedure, was given in [11], and a formal algorithm for constructing the map $h$ appeared in [1]. As an example, let

$$
\begin{aligned}
& P\left(f_{u_{1}}\right)=\{e,(123)\}, P\left(f_{u_{2}}\right)=\{e,(4567)\}, P\left(f_{u_{3}}\right)=\{e,(89)\}, \\
& P\left(f_{v_{1}}\right)=\{e,(3456)\}, P\left(f_{v_{2}}\right)=\{e,(178)\}, P\left(f_{v_{3}}\right)=\{e,(29)\} .
\end{aligned}
$$

We match (123) with (178), (4567) with (3456), and (89) with (29), and obtain the map $h=$ (2765438).

## V. Reconfiguration of Multistage Networks

In the preceding section, we described a procedure for constructing equivalence maps between two $(n, 1)$ networks. This procedure exploited the fact stated in Theorem 1. The following result will serve a similar purpose for multistage networks.
Theorem 2: Let $\mathrm{IN}_{u}=\left(S, D, F_{u}\right)$ and $\mathrm{IN}_{v}=\left(S, D, F_{v}\right)$ be $(n, r)$
networks with stages $\mathrm{IN}_{u_{i}}$ and $\mathrm{IN}_{v_{i}} ; 1 \leq i \leq r$. Also let $\left\{e, u_{i, j}\right\} \cdot$ ( $\left.\left\{e, v_{i, j}\right\}\right) ; 1 \leq j \leq k_{i} ; 1 \leq i \leq r$ be the set of permutations of the $j$ th switch of stage $i$ in $\mathrm{IN}_{u}\left(\mathrm{IN}_{v}\right)$ where $k_{i}$ is the number of switches in stage $i$. Then, if $h^{-1}\left(\prod_{j=1}^{k_{i}} u_{i, j}\right) h=\prod_{j=1}^{k_{i}} v_{i, j} ; 1 \leq i \leq r$ for some $h \in \operatorname{Sym}(S)$, then $\mathrm{IN}_{u} \simeq \mathrm{IN}_{v}$.

Proof: Let $u=\Pi_{i=1}^{r} u_{i}$ for some $u_{i} \in P\left(F_{u_{i}}\right) ; 1 \leq i \leq r$. Since $h^{-1}\left(\Pi_{j=1}^{k_{i}} u_{i, j}\right) h=\left(\prod_{j=1}^{k_{i}} v_{i, j}\right)$ by Theorem 1, $h^{-1} u_{i} h \in P\left(F_{v_{i}}\right)$, and hence, $\prod_{i=i}^{r} h^{-1} u_{i} h=h^{-1}\left(\prod_{i=1}^{r} u_{i}\right) h=h^{-1} u h \in \prod_{i=1}^{r} P\left(F_{v_{i}}\right)$ or $h^{-1} u h \in P\left(F_{v}\right)$. Thus, $h^{-1} P\left(F_{u}\right) h \subseteq P\left(F_{v}\right)$. It is similarly shown that $h^{-1} P\left(F_{u}\right) h \supseteq P\left(F_{v}\right)$, and hence the assertion follows.

Although Theorem 2 is not as strong as Theorem 1 insofar as completely reducing the set equality $h^{-1} P\left(F_{u}\right) h=P\left(F_{v}\right)$ to the set of expressions $h^{-1}\left(\prod_{j=1}^{k_{i}} u_{i, j}\right) h=\prod_{j=1}^{k_{i}} v_{i, j} ; 1 \leq i \leq r$, it does allow one to construct functional equivalences between two $(n, r)$ networks directly from the latter set of relations. Thus, all that remains to be done is to find a procedure to obtain $h$ from these relations. We adopt the following approach.

Denote $\prod_{j=1}^{k_{i}} u_{i, j}$ by $u_{i}$ and $\prod_{j=1}^{k_{i}} v_{i, j}$ by $v_{i} ; 1 \leq i \leq r$. We need to construct $h$ such that $h^{-1} u_{i} h=v_{i} ; 1 \leq i \leq r$. Now suppose (s) $u_{i}=s_{i} ; 1 \leq i \leq r$ and $(s) h=s^{\prime}$ where $s, s^{\prime}, s_{i} \in S$. Then it is easily verified that $\left(s_{i}\right) h=s_{i}^{\prime}$ where $s_{i}^{\prime}=\left(s^{\prime}\right) v_{i} ; 1 \leq i \leq r$. In other words, whenever we map $s \in S$ to $s^{\prime} \epsilon S$ by $h$, we must map the image of $s$ under $u_{i}$ to the image of $s^{\prime}$ under $v_{i} ; 1 \leq i \leq r_{i}$. This observation forms the basis of the following conjugation map construction procedure.

Choose a pair of symbols $\left(s, s^{\prime}\right)$ and form the pairs $\left((s) u_{i},\left(s^{\prime}\right) v_{i}\right)$; $1 \leq i \leq r$. If among all the pairs, including ( $s, s^{\prime}$ ), there exist at least two pairs $\left((s) u_{i_{1}},\left(s^{\prime}\right) v_{i_{1}}\right)$ and $\left((s) u_{i_{2}},\left(s^{\prime}\right) v_{i_{2}}\right)$ such that either $(s) u_{i_{1}}=(s) u_{i_{2}}$ or $\left(s^{\prime}\right) v_{i_{1}}=\left(s^{\prime}\right) v_{i_{2}}$, but not both, then return to the first step as ( $s, s^{\prime}$ ) cannot lead to a conjugation map. Else, test if every $s \in S$ appears at least once as the first entry in some pair among all the pairs constructed. If so, then stop and read the map $h$ from these pairs. Otherwise, repeat the same procedure for each pair $\left((s) u_{i},\left(s^{\prime}\right) v_{i}\right) ; 1 \leq i \leq r$; that is, form the pairs $\left((s) u_{i} \cdot u_{j},\left(s^{\prime}\right) v_{i} \cdot\right.$ $v_{j}$ ) for all $i, j ; 1 \leq i \leq r ; 1 \leq j \leq r$ and test to see if these pairs, when combined with the ones formed earlier, satisfy the conditions above. This process is repeated until either every $s \in S$ appears at least once as the first entry in some pair and every two pairs are either disjoint or they are identical or among all the pairs constructed thus far there exist at least two pairs such that exactly one of the entries of one pair is identical to the corresponding entry of the other pair.

A formal and more complete treatment of the above procedure appears in [11]. Here, we illustrate it further with the following example. Let

$$
\begin{array}{ll}
u_{1}=(123)(45)(678), & v_{1}=(154)(26)(378) \\
u_{2}=(1234)(56)(78), & v_{2}=(1254)(36)(78) \\
u_{3}=(15)(26)(37)(48), & v_{3}=(17)(28)(34)(56)
\end{array}
$$

In order to mechanize the above procedure, we employ a tree structure introduced in [11]. Such a tree for the above pairs of permutations is shown in Fig. 4. The root of the tree corresponds to the pair $\left(s, s^{\prime}\right)$, which, in this case, is $(1,5)$. Accordingly, the successor nodes of $(1,5)$ correspond to pairs $\left((1) u_{1},(5) v_{1}\right)$, $\left((1) u_{2},(5) v_{2}\right),\left((1) u_{3},(5) v_{3}\right)$, which are $(2,4),(2,4)$, and $(5,6)$, respectively. Note that the successor node in the middle, i.e., $(2,4)$ is terminated with a check mark underneath it. This clearly stems from the fact that $(2,4)$ appears once more at the same level and only one needs to be expanded. The entire tree is grown on a breadth-first basis by finding the successors of each node, i.e., by computing the images of $1(5)$ under various compositions of $u_{i}\left(v_{i}\right) ; 1 \leq i \leq r$. For example, the second leftmost node in fourth level, i.e., the node with pair $(4,2)$, is obtained by computing $\left((1) u_{1} \cdot u_{1} \cdot u_{2}\right.$, (5) $v_{1} \cdot v_{1} \cdot v_{2}$ ). Since all the nodes of the tree consist of pairs which are pairwise identical or disjoint, and since every $s \in\{1,2, \cdots, 8\}$ appears at least once in the tree, the networks $\mathrm{IN}_{u}$ and $\mathrm{IN}_{v}$ represented by the permutations $u_{i}, v_{i} ; 1 \leq i \leq 3$ are conjugate, and the map $h$ is read from the pairs in the tree as $h=(1563)(24)$.


Fig. 4. The mappability tree for the pair of symbols $(1,5)$.

We remark that not each pair of symbols $\left(s, s^{\prime}\right)$ chosen from $S=\{1,2, \cdots, 8\}$ will lead to a tree from which a conjugation map $h$ can be constructed. Some pairs may result in successor nodes with conflicting entries, thereby indicating that $h$ cannot be formed through these pairs. On the other hand, some others may not lead to any such conflicting entries, but they will not contain all of the symbols of $S$ and hence will yield only a part of $h$. In such cases, several trees will have to be constructed before all of $h$ can be determined. These and other aspects of the conjugation map construction procedure are discussed in more detail in [11].

## VI. CONClusions

The correspondence has dealt with the reconfiguration of interconnection networks. The reconfigurability of an interconnection network as another one is shown to be closely linked to functional relations between the two networks. Various forms of such relations have been explored, and it has been shown that most of these derive from conjugation maps between the sets of interconnections of the networks in question. Based on these facts, two procedures have been given to reconfigure a network as another in its equivalence class. These procedures are more general than the one which appeared in [10] as they impose no restriction on the control scheme of the networks to which they apply. Their only limitation stems from the types of switches used in the networks to which they apply. Thus, extension of these procedures to networks with arbitrary switches will be a good topic for further research.
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